
José Manuel Gómez Pérez

RETELE – Sept. 19th, 2017



2

Expert System – About us

BANKING & INSURANCE
PUBLIC ADMINISTRATION

TELCO
MEDIA & PUBLISHING

ENERGY, OIL & GAS
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 Based on Sensigrafo, a monolingual 
knowledge graph containing word 
definitions, related concepts and linguistic 
information

 Main entities include syncons (concepts), 
lemmas (canonical representation of a word) 
and relations (properties, taxonomical, 
polysemy, synonymy…)
 301,582 syncons
 401,028 lemmas
 80+ relation types that yield ~2.8 million 

links

 Internal representation leverages external 
resources, both general and sector-specific, 
e.g. Wikidata, RAE…. 

 Word-sense disambiguation, based on the 
context of a word in Sensigrafo

 Categorization and extraction supported 
through Sensigrafo plus lexical-syntactic 
rules

Expert System’s COGITO

14 languages
natively

supported



 Expert System’s fast internationalization has raised the challenge of creating from 
scratch new monolingual resources (Sensigrafos and rules) for the new languages

 … or rather, achieve multilingualism in a cost-effective manner, while maintaining 
high accuracy and reducing time to market

 Systematic MT is not the solution, due to domain, business and territorial 
nuances

 However, many of the projects in the new languages, e.g. Spanish back in the day, 
are conceptually similar to past projects in well-supported languages

 Our goal is to enable the reuse of in-house semantic and linguistic resources, 
quickly evolving incipient Sensigrafos

Challenges and opportunities: Multilingualism and reuse
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Vecsigrafo – A hybrid statistic and symbolic knowledge 
representation

• Knowledge embedded in document 
corpora

• Statistic induction

• Broad, flexible, scalable

• Good for POS tagging, dependency 
parsing, semantic relatedness

• Lack of true understanding of real-
world semantics and pragmatics

• Knowledge encoded in the mind 
of the expert

• Structured knowledge base

• Deep, but rigid and brittle

• Good for logical deduction and 
explanation

• Human is a bottleneck: hand-
engineered features and powerful 
modeling tools needed
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Distributed Word representation - Word2vec

• Word2vec represents words in a vector 
space, making natural language 
computer-readable

• Neural word embeddings enable word 
similarity and relatedness based on 
vector arithmetic, e.g. cosine similarity

• Semantic portability across languages
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 Two parallel corpora, focused on English and Spanish: Europarl and UN
 Tokenized, lemmatized and disambiguated with COGITO
 Learned monolingual models and a transformation between their vector spaces
 Deeplearning4j with Skip-gram, minFreq 10, vector dimensionality 400
 Switched to TensorFlow and Swivel for better vectorization time (~16x and ~20x speedup for 15 

epochs)

 Three main use cases

 Interlinking monolingual sensigrafos across different languages

 Automatic identification of disambiguation errors in COGITO

 Curation and identification of modeling gaps in Sensigrafo

Preliminary experiments

Corpus Sentences Spanish words English words

Euparl 1,965,734 51,575,748 49,093,806

UN 21,911,121 678,778,068 590,672,799
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 Very promising results

 See (Denaux and Gomez-Perez, 2017) for a deeper look 
into our work 

 But we need more:

 High quality knowledge bases on vertical domains of 
economic and scientific interest

 Who is accountable for curating this?

 Available large corpora (~108 sentences, ideally), in multiple 
languages

 Not so much about general knowledge (commodity) but 
corpora rich in specific, vertical domains

 Work on incremental methods for the generation of vector 
embeddings to speed-up training and increase timeliness

Conclusions and needs
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